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Abstract
Motion prediction has been an essential component of autonomous driving
systems since it handles highly uncertain and complex scenarios involving
moving agents of different types. In this paper, we propose a Multi-Granular
TRansformer (MGTR) framework, an encoder-decoder network that exploits
context features in different granularities for different kinds of traffic agents.
To further enhance MGTR’s capabilities, we leverage LiDAR point cloud data
by incorporating LiDAR semantic features from an off-the-shelf LiDAR feature
extractor. We evaluate MGTR on Waymo Open Dataset motion prediction
benchmark and show that the proposed method achieved state-of-the-art
performance, ranking 1st on its leaderboard*.
* https://waymo.com/open/challenges/2023/motion-prediction/

Motivation

Method

Most previous methods encode road graph only in a single granularity for all
agents in the scene (green dashed box). In our method, various agents can
benefit from multi-granular context information encoded from multimodal
sources (blue dashed box).

Updated position and content 
feature will be used by the next 
decoder layer.

Transformer decoder:
• Self-attention to propagate 

information among K intention 
queries.

• Cross-attention to aggregate 
features from refined tokens.

• Gaussian Mixture Model to 
represent K trajectories 
corresponding to K intention 
queries.

Experiments 
Compare with MTR (1st of 2022 Waymo Open Dataset 
Challenge) and MTR++* (1st of 2023 Waymo Open 
Dataset Challenge) on average mAP of t = 3s, 5s and 8s, 
we show a non-trivial improvement across all category.

Compare with Wayformer and Wayformer+LiDAR (The 
only multimodal model with LiDAR input) on mAP of t = 
8s*, we show a whopping 7% improvement in terms of 
mAP on pedestrian category.

Motivation 1: The needs of granularity from
different types of agents (e.g. vehicles and
pedestrians) are different.
Motivation 2: LiDAR, serving as a dense
online perception representation, is able to
provide aforementioned context information
to improve prediction performance.

Visualization

Tbd

Multimodal input, including agents, 
HD map and LiDAR.

Multi-Granular context encoder
encodes HD map and LiDAR in 
multiple granularities.

Motion-aware context search is 
introduced to select more 
meaningful context for agents with 
different motion patterns.

Transformer encoder:
• Token aggregation and encoding

with local self attention.

• Future state enhancement: a 
future trajectory is predicted for 
each agent and it can be 
formulated as

K representative intention goals are 
used. Each intention goal represents 
an implicit motion mode. 
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A global bird’s-eye-view (including agents, HD 
map and LiDAR point cloud) and a local LiDAR 
visualization for each scene. For LiDAR point 
cloud, only limited semantic class such as 
vegetation (green points), building (cyan
points), sidewalk (brown points), 
vehicle(orange points) and pedestrian (blue
points) are shown for better visualization.

Compared to the latest SOTA motion prediction model, MTR++, we achieve a whopping 5.41% 
increase in terms of mAP on the pedestrian category. This strongly signals that for non-vehicular 
objects, features that attend to details are key to more accurate trajectory predictions.

• Auxiliary task loss on future predicted trajectories,
• Classification loss on predicted intention probability,
• GMM loss in form of negative log-likelihood loss of the predicted trajectories.Lo

ss
es

mailto:gan0913@gmail.com
mailto:alexinsjtu@gmail.com

